TAREA 2
1. En el siguiente experimento se compararon los tiempos de coagulación de la sangre en cuatro grupos de ardillas con diferentes niveles de protrombina (un componente del plasma, necesario para la formación de coágulos). En los tratamientos, 100% es la sangre normal.
	[bookmark: _Hlk98456671]Niveles de protrombina

	20%
	30%
	50%
	100%

	34.4
	25
	20.9
	19.7

	27.3
	23.2
	22.2
	21.7

	65
	45.2
	27.8
	21.1

	31.3
	26.4
	19.5
	18.5

	48.5
	26.8
	20.1
	16

	40.5
	28.8
	19.7
	



a). Escriba el modelo lineal estadístico para este estudio y explique sus componentes.
[bookmark: _Hlk98282845][bookmark: _Hlk98456633][bookmark: _Hlk98456948]	En esta parte podemos poner el modelo de medias o el modelo de efectos.
	El modelo de efectos es:
 

[bookmark: _Hlk98456891]	=  Es el valor de la variable respuesta con la  j ésima repetición del iésimo nivel de  	protrombina
	 =  Es la media general
	 =  Es el efecto del nivel i de protrombina
[bookmark: _Hlk98456915]	 =  Es el error experimental cometido en la repetición j del iésimo nivel de  	protrombina

El modelo de medias es:
 

=  Es la j ésimo repetición del iésimo nivel de protrombina
 =  Es la media del iésimo nivel de protrombina
 =  Es el error experimental cometido en la repetición j del iésimo nivel de  	protrombina
b). Realice ANOVA y verifique si hay efecto de tratamientos con nivel de significancia α=0.05.
> L1 <- lm(Respuesta ~ Tratamientos, data=problema1)
> summary(L1)

Call:
lm(formula = Respuesta ~ Tratamientos, data = problema1)

Residuals:
    Min      1Q  Median      3Q     Max 
-13.867  -3.117  -0.900   1.100  23.833 

Coefficients:
                    Estimate Std. Error t value  Pr(>|t|)    
(Intercept)           19.400      3.771   5.144 0.0000577 ***
Tratamientos[T.20%]   21.767      5.106   4.263  0.000421 ***
Tratamientos[T.30%]    9.833      5.106   1.926  0.069245 .  
Tratamientos[T.50%]    2.300      5.106   0.450  0.657512    
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 8.433 on 19 degrees of freedom
  (1 observation deleted due to missingness)
Multiple R-squared:  0.5507,    Adjusted R-squared:  0.4797 
F-statistic: 7.761 on 3 and 19 DF,  p-value: 0.001393
> anova(L1)
Analysis of Variance Table

Response: Respuesta
             Df Sum Sq Mean Sq F value   Pr(>F)   
Tratamientos  3 1655.9  551.96  7.7613 0.001393 **
Residuals    19 1351.2   71.12                    
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Ho : μ20% = μ20% = μ30% = μ50%
Ha : Al menos 1 media es diferente
         α =0.05            valor-p=0.001393
Rechazó la hipótesis nula con α = 0.05 y concluyó que hay efecto de tratamientos, al menos 1 media es diferente.
c). Realice prueba DMS de Fisher
> library(agricolae)
> DMS=LSD.test(L1,"Tratamientos",group=T);DMS
$statistics
   MSerror Df     Mean       CV
  71.11614 19 28.24348 29.85836

$parameters
        test p.ajusted       name.t ntr alpha
  Fisher-LSD      none Tratamientos   4  0.05

$means
     Respuesta       std r      LCL      UCL  Min  Max    Q25   Q50    Q75
100%  19.40000  2.271563 5 11.50643 27.29357 16.0 21.7 18.500 19.70 21.100
20%   41.16667 13.839605 6 33.96086 48.37247 27.3 65.0 32.075 37.45 46.500
30%   29.23333  8.042305 6 22.02753 36.43914 23.2 45.2 25.350 26.60 28.300
50%   21.70000  3.146427 6 14.49419 28.90581 19.5 27.8 19.800 20.50 21.875

$comparison
NULL

$groups
     Respuesta groups
20%   41.16667      a
30%   29.23333      b
50%   21.70000      b
100%  19.40000      b

De acuerdo con la comparación de medias de Fisher, se observa que el mejor tratamiento es el de Protrombia al 20 % en la sangre, no se observan diferencias significativas entre Protrobina al 20% y 30% y no se muestran diferencias entre el 50 y 100 %. Aunque si se distinguen diferencias entre Protrombina al 20% en comparación con protrombina al 50% y 100 %.
d). Establezca un conjunto de contrates ortogonales y realice su prueba de hipótesis
	
	Niveles de Protrombina
	

	Contraste
	20 %
	30 %
	50 %
	100 %
	total

	1
	1
	-1
	0
	0
	0

	2
	0
	0
	-1
	1
	0

	3
	1
	1
	-1
	-1
	0



Contraste 1
Ho = μ20% = μ30%
Ha = μ20% ≠ μ30%

> local({
+   .Hypothesis <- matrix(c(0,1,0,0), 1, 4, byrow=TRUE)
+   .RHS <- c(0)
+   linearHypothesis(L1, .Hypothesis, rhs=.RHS)
+ })
Linear hypothesis test

Hypothesis:
Tratamientos[T.20%] = 0

Model 1: restricted model
Model 2: Respuesta ~ Tratamientos

  Res.Df    RSS Df Sum of Sq     F    Pr(>F)    
1     20 2643.4                                 
2     19 1351.2  1    1292.2 18.17 0.0004208 ***
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
         α =0.05            valor-p=0.00042
Rechazó la hipótesis nula con α = 0.05 y concluyó que μ20% ≠ μ30%

Contraste 2.
Ho = μ50% = μ100%
[bookmark: _Hlk98456333]Ha = μ50% ≠ μ100%

> local({
+   .Hypothesis <- matrix(c(0,0,1,-1), 1, 4, byrow=TRUE)
+   .RHS <- c(0)
+   linearHypothesis(L1, .Hypothesis, rhs=.RHS)
+ })
Linear hypothesis test

Hypothesis:
Tratamientos[T.30%] - Tratamientos[T.50%] = 0

Model 1: restricted model
Model 2: Respuesta ~ Tratamientos

  Res.Df    RSS Df Sum of Sq     F Pr(>F)
1     20 1521.5                          
2     19 1351.2  1    170.25 2.394 0.1383
         α =0.05            valor-p=0.1383
No rechazo la hipótesis nula con α = 0.05 y concluyó que no hay evidencia de que μ50% ≠ μ100%

Contraste 3.
[bookmark: _Hlk98458377][bookmark: _Hlk98456495]Ho = ( μ50% + μ100%)/2 = ( μ20% + μ30%)/2
Ha = ( μ50% + μ100%)/2 ≠ ( μ20% + μ30%)/2
> local({
+   .Hypothesis <- matrix(c(0,1,-1,-1), 1, 4, byrow=TRUE)
+   .RHS <- c(0)
+   linearHypothesis(L1, .Hypothesis, rhs=.RHS)
+ })
Linear hypothesis test

Hypothesis:
Tratamientos[T.20%] - Tratamientos[T.30%] - Tratamientos[T.50%] = 0

Model 1: restricted model
Model 2: Respuesta ~ Tratamientos

  Res.Df    RSS Df Sum of Sq      F Pr(>F)
1     20 1483.8                           
2     19 1351.2  1    132.57 1.8642 0.1881
No rechazo la hipótesis nula con α = 0.05 y concluyó que no hay evidencia de que ( μ50% + μ100%)/2 ≠ ( μ20% + μ30%)/2

2. Se realizó un estudio de ingeniería de tránsito sobre los retrasos en las intersecciones con semáforos en las calles de una ciudad. Se usaron tres tipos de semáforo: 1) programado, 2) semiactivado y 3) activado.

Se usaron cinco intersecciones para cada tipo de semáforo. La medida de retraso utilizada fue el promedio de tiempo que cada vehículo permanece detenido en cada intersección (segundos/vehículo). Los datos son los siguientes:

	Programado
	Se|iactivado
	Activado

	36.6
	17.5
	15.0

	39.2
	20.6
	10.4

	30.4
	18.7
	18.9

	37.1
	25.7
	10.5

	34.1
	22.0
	15.2



a. Escriba el modelo lineal estadístico para este estudio y explique sus componentes.

[bookmark: _Hlk98460255]En esta parte podemos poner el modelo de medias o el modelo de efectos.
	El modelo de efectos es:
 

	=  Es el valor de la variable respuesta con la  j ésima repetición del iésimo nivel 		de semáforo
	 =  Es la media general
	 =  Es el efecto del nivel i de semáforo
 =  Es el error experimental cometido en la repetición j del i-ésimo nivel de  	semáforo
El modelo de medias es:
 
=  Es la j ésimo repetición del iésimo nivel de semáforo
 =  Es la media del iésimo nivel de semáforo
 =  Es el error experimental cometido en la repetición j del iésimo nivel de semáforo

b. Establezca las suposiciones necesarias para un análisis de varianza de los datos.

Normalidad
Homogeneidad de varianzas
Independencia

c. Calcule el análisis de varianza.

> L2 <- lm(Tiempo ~ Trat, data=semaforo)
> summary(L2)

Call:
lm(formula = Tiempo ~ Trat, data = semaforo)

Residuals:
   Min     1Q Median     3Q    Max 
 -5.08  -2.80   1.00   1.41   4.90 

Coefficients:
                     Estimate Std. Error t value    Pr(>|t|)    
(Intercept)            14.000      1.516   9.237 0.000000838 ***
Trat[T.Programado]     21.480      2.143  10.021 0.000000350 ***
Trat[T.Se|iactivado]    6.900      2.143   3.219     0.00737 ** 
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 3.389 on 12 degrees of freedom
Multiple R-squared:  0.8972,    Adjusted R-squared:   0.88 
F-statistic: 52.35 on 2 and 12 DF,  p-value: 0.000001182
> anova(L2)
Analysis of Variance Table

Response: Tiempo
          Df  Sum Sq Mean Sq F value      Pr(>F)    
Trat       2 1202.63  601.31  52.353 0.000001182 ***
Residuals 12  137.83   11.49                        
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

d. Calcule las medias de mínimos cuadrados del retraso en el tránsito y sus errores estándar para cada tipo de semáforo.

> library(abind, pos=19)
> library(e1071, pos=20)
> numSummary(semaforo[,"Tiempo", drop=FALSE], groups=semaforo$Trat, statistics=c("mean",
+    "sd", "quantiles"), quantiles=c(0,.25,.5,.75,1))
              mean       sd   0%  25%  50%  75% 100% Tiempo:n
Activado     14.00 3.593745 10.4 10.5 15.0 15.2 18.9        5
Programado   35.48 3.370015 30.4 34.1 36.6 37.1 39.2        5
Se|iactivado 20.90 3.191395 17.5 18.7 20.6 22.0 25.7        5

e. Pruebe la hipótesis de que no hay diferencia entre las medias de retraso para los tipos de semáforo; a un nivel de significación de .01, con la prueba F.

[bookmark: _Hlk98457691]Ho: A = P =SA
Ha: al menos 1 de las medias es diferente


> anova(L2)
[bookmark: _Hlk98457816]Analysis of Variance Table

Response: Tiempo
          Df  Sum Sq Mean Sq F value      Pr(>F)    
Trat       2 1202.63  601.31  52.353 0.000001182 ***
Residuals 12  137.83   11.49                        
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
[bookmark: _Hlk98458561]         α =0.05            valor-p=0.000001182
Rechazo la hipótesis nula con α = 0.05  y concluyó que hay efecto del tipo de semáforo , al menos uno de los métodos tiene medio diferente 
f. Pruebe los siguientes contrastes y sus errores estándar: (i) un contraste entre los semáforos programados y el promedio de los semiactivados y activados.

	
	SEMAFOROS
	

	Contraste
	Programado
	Semiactivado
	Activado
	total

	1
	-2
	1
	1
	0



[bookmark: _Hlk98458487]Ho : μP = ( μA + μSA)/2
Ha : μP ≠ ( μA + μSA)/2

> LinearModel.3 <- lm(Tiempo ~ Trat, data=semaforo)
> summary(LinearModel.3)

Call:
lm(formula = Tiempo ~ Trat, data = semaforo)

Residuals:
   Min     1Q Median     3Q    Max 
 -5.08  -2.80   1.00   1.41   4.90 

Coefficients:
                     Estimate Std. Error t value    Pr(>|t|)    
(Intercept)            14.000      1.516   9.237 0.000000838 ***
Trat[T.Programado]     21.480      2.143  10.021 0.000000350 ***
Trat[T.Se|iactivado]    6.900      2.143   3.219     0.00737 ** 
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 3.389 on 12 degrees of freedom
Multiple R-squared:  0.8972,    Adjusted R-squared:   0.88 
F-statistic: 52.35 on 2 and 12 DF,  p-value: 0.000001182
> local({
+   .Hypothesis <- matrix(c(0,-2,1), 1, 3, byrow=TRUE)
+   .RHS <- c(0)
+   linearHypothesis(LinearModel.3, .Hypothesis, rhs=.RHS)
+ })
[bookmark: _Hlk98458581]Linear hypothesis test

Hypothesis:
- 2 Trat[T.Programado]  + Trat[T.Se|iactivado] = 0

Model 1: restricted model
Model 2: Tiempo ~ Trat

  Res.Df     RSS Df Sum of Sq      F       Pr(>F)    
1     13 1221.43                                     
2     12  137.83  1    1083.6 94.344 0.0000004901 ***
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

         α =0.05            valor-p=0.0000004901
Rechazo la hipótesis nula con α = 0.05  y concluyó que la media del semáforo programado es diferente al promedio del semáforo activado y semi activado 


(ii) un contraste entre los semáforos semiactivados y activados.

	
	SEMAFOROS
	

	Contraste
	Programado
	Semiactivado
	Activado
	total

	1
	0
	1
	-1
	0



[bookmark: _Hlk98458692]Ho : μA = μSA
Ha : μA ≠ μSA

> local({
+   .Hypothesis <- matrix(c(0,0,1), 1, 3, byrow=TRUE)
+   .RHS <- c(0)
+   linearHypothesis(LinearModel.3, .Hypothesis, rhs=.RHS)
+ })
[bookmark: _Hlk98458780]Linear hypothesis test

Hypothesis:
Trat[T.Se|iactivado] = 0

Model 1: restricted model
Model 2: Tiempo ~ Trat

  Res.Df    RSS Df Sum of Sq      F   Pr(>F)   
1     13 256.85                                
2     12 137.83  1    119.03 10.363 0.007366 **
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

         α =0.05            valor-p=0.007366
Rechazo la hipótesis nula con α = 0.05  y concluyó que la media del semáforo activado es diferente a la media del semáforo semi activado 

3. Se llevó a cabo un experimento para probar los efectos de un fertilizante nitrogenado en la producción de lechuga. Se aplicaron cinco dosis diferentes de nitrato de amonio a cuatro parcelas (réplicas) en un diseño totalmente aleatorizado. Los datos son el número de lechugas cosechadas de la parcela.
	Tratamiento (lb N/acre)
	Lechugas/parcela

	0
	104
	114
	90
	140

	50
	134
	130
	144
	174

	100
	146
	142
	152
	156

	150
	147
	160
	160
	163

	200
	131
	148
	154
	163



a. Escriba el modelo lineal estadístico para este estudio y explique sus componentes.

[bookmark: _Hlk98461926]En esta parte podemos poner el modelo de medias o el modelo de efectos.
	El modelo de efectos es:          

	=  Es el valor de la variable respuesta con la  j ésima repetición del iésimo nivel 		de nitrógeno
	 =  Es la media general
	 =  Es el efecto del nivel i de nitrógeno
 =  Es el error experimental cometido en la repetición j del i-ésimo nivel de  	nitrógeno
El modelo de medias es:
 
=  Es la j ésimo repetición del iésimo nivel de nitrógeno
 =  Es la media del iésimo nivel de nitrógeno
 =  Es el error experimental cometido en la repetición j del iésimo nivel de nitrógeno

b. Establezca las suposiciones necesarias para un análisis de varianza de los datos.

		Normalidad
		Homogeneidad de varianzas
		Independencia

c. Calcule el análisis de varianza.


> L1 <- lm(lechugas ~ Tratamiento, data=lechugas)
> summary(L1)

Call:
lm(formula = lechugas ~ Tratamiento, data = lechugas)

Residuals:
    Min      1Q  Median      3Q     Max 
-22.000  -8.625   0.500   5.125  28.500 

Coefficients:
                   Estimate Std. Error t value Pr(>|t|)    
(Intercept)         112.000      7.459  15.016 1.91e-10 ***
Tratamiento[T.50]    33.500     10.548   3.176 0.006266 ** 
Tratamiento[T.100]   37.000     10.548   3.508 0.003173 ** 
Tratamiento[T.150]   45.500     10.548   4.313 0.000615 ***
Tratamiento[T.200]   37.000     10.548   3.508 0.003173 ** 
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 14.92 on 15 degrees of freedom
Multiple R-squared:  0.5994,    Adjusted R-squared:  0.4926 
F-statistic: 5.611 on 4 and 15 DF,  p-value: 0.005757
> anova(L1)
[bookmark: _Hlk98460485]Analysis of Variance Table

Response: lechugas
            Df Sum Sq Mean Sq F value   Pr(>F)   
Tratamiento  4 4994.8 1248.70  5.6113 0.005757 **
Residuals   15 3338.0  222.53                    
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

d. Calcule las medias de mínimos cuadrados y sus errores estándar para cada medida de nitrógeno.

> library(abind, pos=25)
> library(e1071, pos=26)
> numSummary(lechugas[,"lechugas", drop=FALSE], groups=lechugas$Tratamiento, statistics=c("mean", 
+   "se(mean)", "quantiles"), quantiles=c(0,.25,.5,.75,1))
     mean  se(mean)  0%    25% 50%    75% 100% lechugas:n
0   112.0 10.551461  90 100.50 109 120.50  140          4
50  145.5  9.945686 130 133.00 139 151.50  174          4
100 149.0  3.109126 142 145.00 149 153.00  156          4
150 157.5  3.570714 147 156.75 160 160.75  163          4
200 149.0  6.745369 131 143.75 151 156.25  163          4

e. Pruebe la hipótesis de que no hay diferencia entre las medias de los niveles de nitrógeno con una prueba F a un nivel de significancia de .05.

Analysis of Variance Table

Response: lechugas
            Df Sum Sq Mean Sq F value   Pr(>F)   
Tratamiento  4 4994.8 1248.70  5.6113 0.005757 **
Residuals   15 3338.0  222.53                    
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
    
[bookmark: _Hlk98790337]Ho : μ0 = μ50 = μ100 = μ150 = μ200
Ha : Al menos 1 media es diferente
         α =0.05            valor-p=0.005757
Rechazo la hipótesis nula con α = 0.05 y concluyó que hay efecto de la dosis de nitrógeno, al menos 1 de las dosis tiene una media diferente

h. Este experimento se llevó a cabo con un diseño totalmente aleatorizado de las parcelas en un arreglo rectangular. Muestre una aleatorización de los cinco tratamientos con nitrógeno de las 20 parcelas, usando una permutación aleatoria de los números 1 a 20.

> x=1:16
> sample(x)
 [1] 15  3  8 10 16  1  5  6 14  4  2 11 13  7 12  9
                       T1                         T2                          T3                        T4

Usando agricolae

> library(agricolae)
> tratamientos = c("0", "50", "100", "150","200" )
> repeticion = c(4, 4, 4,4,4)
> diseno = design.crd(tratamientos,r=repeticion)
> diseno1 = diseno$book
> print(diseno1)
   plots r tratamientos
1    101 1           50
2    102 1            0
3    103 1          100
4    104 1          200
5    105 2          200
6    106 2            0
7    107 2           50
8    108 3          200
9    109 3           50
10   110 1          150
11   111 2          100
12   112 2          150
13   113 3            0
14   114 3          100
15   115 4          200
16   116 4          100
17   117 3          150
18   118 4            0
19   119 4           50
20   120 4          150

4. Un fisiólogo de animales estudió la función pituitaria de las gallinas, bajo el régimen estándar de muda de pluma forzada que usan los productores de huevo para mantenerlas en producción. Se usaron 25 gallinas en el estudio. Cinco se utilizaron para la medición, una previa al régimen de muda forzada y una al final de cada una de las cuatro etapas del régimen. Las cinco etapas del régimen fueron:
1) premuda (control), 2) ayuno de 8 días, 3) 60 gramos de salvado al día durante 10 días, 4) 80 gramos de salvado al día por 10 días y 5) mezcla de malta durante 42 días. El objetivo era dar seguimiento a las respuestas fisiológicas asociadas con la función pituitaria de las gallinas durante el régimen para explicar por qué vuelven a producir después de una muda forzada. Uno de los compuestos medidos fue la concentración de suero T3. Los datos de la tabla son las medidas de suero T3 en las cinco gallinas sacrificadas al final de cada etapa del régimen.


	Tratamiento
	Suero T3 (ng/dl) X 10-1

	Premuda
	94.09
	90.45
	99.38
	73.56
	74.39

	Ayuno
	98.81
	103.55
	115.23
	129.06
	117.61

	60 g de salvado
	197.18
	207.31
	177.50
	226.05
	222.74

	80 g de salvado
	102.93
	117.51
	119.92
	112.01
	101.10

	Mezcla de malta
	83.14
	89.59
	87.76
	96.43
	82.94




a. Escriba el modelo lineal estadístico para este estudio y explique las componentes del modelo.
En esta parte podemos poner el modelo de medias o el modelo de efectos.
	El modelo de efectos es:          

	=  Es el valor de la variable respuesta con la  j ésima repetición del iésimo nivel 		de nitrógeno
	 =  Es la media general
	 =  Es el efecto del nivel i de nitrógeno
 =  Es el error experimental cometido en la repetición j del i-ésimo nivel de  	nitrógeno
El modelo de medias es:
 
=  Es la j ésimo repetición del iésimo nivel de nitrógeno
 =  Es la media del iésimo nivel de nitrógeno
 =  Es el error experimental cometido en la repetición j del iésimo nivel de nitrógeno


b. Establezca las suposiciones necesarias para un análisis de varianza de los datos.

Normalidad
Homogeneidad de varianzas
Independencia


c. Calcule el análisis de varianza.

l4 <- lm(Respuesta ~ Tratamiento, data=Dataset)
> summary(l4)

Call:
lm(formula = Respuesta ~ Tratamiento, data = Dataset)

Residuals:
    Min      1Q  Median      3Q     Max 
-28.656  -8.976   1.316   7.716  19.894 

Coefficients:
                               Estimate Std. Error t value Pr(>|t|)    
(Intercept)                     206.156      5.577   36.97  < 2e-16 ***
Tratamiento[T.80 g de salvado]  -95.462      7.887  -12.10 1.17e-10 ***
Tratamiento[T.Ayuno]            -93.304      7.887  -11.83 1.75e-10 ***
Tratamiento[T.Mezcla de malta] -118.184      7.887  -14.98 2.45e-12 ***
Tratamiento[T.Premuda]         -119.782      7.887  -15.19 1.91e-12 ***
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 12.47 on 20 degrees of freedom
Multiple R-squared:  0.9398,    Adjusted R-squared:  0.9278 
F-statistic: 78.08 on 4 and 20 DF,  p-value: 6.482e-12
> anova(l4)
Analysis of Variance Table

Response: Respuesta
            Df Sum Sq Mean Sq F value    Pr(>F)    
Tratamiento  4  48569 12142.2   78.08 6.482e-12 ***
Residuals   20   3110   155.5                      
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1


d. Calcule las medias de mínimos cuadrados y sus errores estándar para cada tratamiento.

>numSummary(Dataset[,"Respuesta", drop=FALSE],groups=Dataset$Tratamiento, 
+   statistics=c("mean", "se(mean)", "quantiles"), quantiles=c(0,.25,.5,.75,1))
               mean se(mean)    0%    25%    50%    75%   100% Respuesta:n
60 g de salvado 206.156 8.870927 177.50 197.18 207.31 222.74 226.05           5
80 g de salvado 110.694 3.779109 101.10 102.93 112.01 117.51 119.92           5
Ayuno           112.852 5.360493  98.81 103.55 115.23 117.61 129.06           5
Mezcla de malta  87.972 2.478607  82.94  83.14  87.76  89.59  96.43           5
Premuda          86.374 5.258903  73.56  74.39  90.45  94.09  99.38           5


e. Pruebe la hipótesis de que no hay diferencia entre las medias de los cinco tratamientos con la prueba F a un nivel de significancia de .05.

> anova(l4)
[bookmark: _Hlk98462171]Analysis of Variance Table

Response: Respuesta
            Df Sum Sq Mean Sq F value    Pr(>F)    
Tratamiento  4  48569 12142.2   78.08 6.482e-12 ***
Residuals   20   3110   155.5                      
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Ho : μ1 = μ2 = μ3 = μ4 = μ5
Ha : Al menos 1 media es diferente
     α = 0.05            valor-p = 6.482e-12
Rechazo la hipótesis nula con α = 0.05 y concluyó que hay efecto de la etapa del régimen, al menos 1 de las etapas tiene una media diferente

f. Este experimento se llevó a cabo en un diseño totalmente aleatorizado, con una gallina en cada una de las 25 jaulas. Proporcione una asignación aleatoria de los cinco tratamientos a las 25 jaulas, con una permutación aleatoria de los números 1 a 25.

> x=1:25
> sample(x)
 [1] 10 18 17  6  3 24 23 13 11  9 16 21  2 22 14  1  4 15  5 25  8 19 20 12  7

Usando agricolae

> library(agricolae)
> tratamientos = c("60 g de salvado", "80 g de salvado", "Ayuno", "Mezcla de malta",
+   "Premuda" )
> repeticion = c(5, 5, 5,5,5)
> diseno = design.crd(tratamientos,r=repeticion)
> diseno1 = diseno$book
> print(diseno1)
   plots r    tratamientos
1    101 1 60 g de salvado
2    102 1         Premuda
3    103 1 80 g de salvado
4    104 1           Ayuno
5    105 1 Mezcla de malta
6    106 2 80 g de salvado
7    107 2 Mezcla de malta
8    108 2           Ayuno
9    109 2         Premuda
10   110 3         Premuda
11   111 3 Mezcla de malta
12   112 2 60 g de salvado
13   113 3 60 g de salvado
14   114 3           Ayuno
15   115 4         Premuda
16   116 4 Mezcla de malta
17   117 4           Ayuno
18   118 5           Ayuno
19   119 3 80 g de salvado
20   120 4 80 g de salvado
21   121 5 80 g de salvado
22   122 4 60 g de salvado
23   123 5 60 g de salvado
24   124 5 Mezcla de malta
25   125 5         Premuda




