Tarea 3
1:-Un entomólogo contó el número de huevos que pone cada una de las 15 hembras de polillas en días sucesivos, en tres variedades de gusano de tabaco (USDA, campo y resistente). Los siguientes datos son el número de huevos puestos en el tercer día después del apareamiento de cada hembra en cada variedad.

[image: ]a.  El entomólogo desea realizar un análisis de varianza del número de huevos. ¿Qué distribución de probabilidad es adecuada para los datos?
	La distribución Poisson podría ser una buena opción para podría ser una buena opción 	para este caso.
b.  ¿Cuál es la transformación sugerida para la distribución de probabilidad seleccionada en el inciso I anterior?
	Para esta distribución la transformación recomendada es la transformación raíz cuadrada.
c. Determine una transformación utilizando la pendiente de la recta de regresión basada en los logaritmos de las desviaciones estándar y las medias de los grupos.

> library(abind, pos=21)
> library(e1071, pos=22)
> a=numSummary(P1[,"Huevos", drop=FALSE], groups=P1$Tratamiento, statistics=c("mean", 
+   "sd"),
+ quantiles=c(0,.25,.5,.75,1))
> b=data.frame(a$table)
> b$lgmedia <- with(b, log(mean))
> b$lgds <- with(b, log(sd))
> LinearModel.2 <- lm(lgds ~ lgmedia, data=b)
> summary(LinearModel.2)

Call:
lm(formula = lgds ~ lgmedia, data = b)

Residuals:
     Campo Resistente       USDA 
   0.11625   -0.05844   -0.05780 

Coefficients:
            Estimate Std. Error t value Pr(>|t|)
(Intercept)   2.1852     0.7579   2.883    0.213
lgmedia       0.5866     0.1448   4.051    0.154

Residual standard error: 0.1424 on 1 degrees of freedom
Multiple R-squared:  0.9426,    Adjusted R-squared:  0.8851 
F-statistic: 16.41 on 1 and 1 DF,  p-value: 0.1541
La transformación sugerida es : 1- 5866 =  .4134

¿Concuerda esta transformación con la sugerencia del inciso b?
Sí, la transformación raíz cuadrada sugerida en el inciso B, es la transformación a potencias con un lambda igual a .5, con el método del inciso C se obtiene un lambda de 0.4134 muy cercano a 0.5.
d. Transforme los datos con la transformación elegida y determine si los datos transformados concuerdan con las suposiciones del análisis de varianza.
> P1$Huevos_T <- with(P1, Huevos^0.4134)
Con esta instrucción transformó la variable respuesta con el valor sugerido en el inciso anterior.
El Anova con los datos transformados se obtiene con:
> LinearModel.6 <- lm(Huevos_T ~ Tratamiento, data=P1)
> summary(LinearModel.6)

Call:
lm(formula = Huevos_T ~ Tratamiento, data = P1)

Residuals:
   Min     1Q Median     3Q    Max 
-6.676 -3.544  0.314  3.236  9.070 

Coefficients:
                          Estimate Std. Error t value    Pr(>|t|)    
(Intercept)                  6.677      1.126   5.932 0.000000498 ***
Tratamiento[T.Resistente]   -2.132      1.592  -1.339       0.188    
Tratamiento[T.USDA]          3.850      1.592   2.419       0.020 *  
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 4.359 on 42 degrees of freedom
Multiple R-squared:  0.2568,    Adjusted R-squared:  0.2214 
F-statistic: 7.257 on 2 and 42 DF,  p-value: 0.001963
Para verificar supuestos, se capturan los residuales.

> P1<- within(P1, {
+   residuals.LinearModel.6 <- residuals(LinearModel.6) 
+ })
La gráfica Q-Q para verificar normalidad:
> with(P1, qqPlot(residuals.LinearModel.6, dist="norm", id=list(method="y", n=2, 
De la gráfica QQ se desprende que no hay evidencia para afirmar que los datos no son normales.

+   labels=rownames(P1))))
[image: RCMarkdown2_files/figure-docx/unnamed-chunk-6-1.png]
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La prueba de normalidad de Shapiro-Wilks
> normalityTest(~residuals.LinearModel.6, test="shapiro.test", data=P1)

    Shapiro-Wilk normality test

data:  residuals.LinearModel.6
W = 0.9584, p-value = 0.1061
[bookmark: _Hlk99309688]Ho: Los residuos provienen de una distribución normal
Ha: los residuos no provienen de una distribución normal.
  α=0.05 valor-p=0.1061
No se rechaza la hipótesis nula, y se concluye que se cumple satisfactoriamente el supuesto de normalidad
> Tapply(Huevos_T ~ Tratamiento, var, na.action=na.omit, data=P1) 
     Campo Resistente       USDA 
  23.92795   16.96877   16.11300 
>   # variances by group
> bartlett.test(Huevos_T ~ Tratamiento, data=P1)
Prueba de Bartlett

data:  Huevos_T by Tratamiento
Bartlett's K-squared = 0.64834, df = 2, p-value = 0.7231
Ho: existe homogeneidad de varianzas
Ha: no existe homogeneidad de varianzas
  α=0.05 valor-p=0.7231
No se rechaza la hipótesis nula, y se concluye que se cumple satisfactoriamente el supuesto de homogeneidad de varianzas
Por lo tanto la transformación sugerida corrige el incumplimiento de los supuestos para este caso.

e. Verifique si puede utilizar la transformación Box-Cox para este caso

Se obtiene transformación Box-Cox:
> summary(powerTransform(Huevos ~ Tratamiento, data=P1, family="bcnPower"))
bcnPower transformation to Normality 

Estimated power, lambda
   Est Power Rounded Pwr Wald Lwr Bnd Wald Upr Bnd
Y1    0.2758        0.33        0.158       0.3937

Location gamma was fixed at its lower bound
   Est gamma Std Err. Wald Lower Bound Wald Upper Bound
Y1       0.1       NA               NA               NA

Likelihood ratio tests about transformation parameters
                           LRT df            pval
LR test, lambda = (0) 24.61077  1 0.0000007015857
LR test, lambda = (1) 85.64634  1 0.0000000000000
se transforma en la variable respuesta utilizando el lambda obtenido 
P1$Huevos_BC <- with(P1, Huevos^0.2758)
Se obtiene el análisis con la variable transformada como respuesta
> LinearModel.7 <- lm(Huevos_BC ~ Tratamiento, data=P1)
> summary(LinearModel.7)

Call:
lm(formula = Huevos_BC ~ Tratamiento, data = P1)

Residuals:
    Min      1Q  Median      3Q     Max 
-3.2005 -1.3803  0.1791  1.4236  3.0904 

Coefficients:
                          Estimate Std. Error t value     Pr(>|t|)    
(Intercept)                 3.2005     0.4580   6.988 0.0000000151 ***
Tratamiento[T.Resistente]  -0.8202     0.6477  -1.266       0.2123    
Tratamiento[T.USDA]         1.5244     0.6477   2.354       0.0233 *  
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 1.774 on 42 degrees of freedom
Multiple R-squared:  0.2432,    Adjusted R-squared:  0.2072 
F-statistic: 6.749 on 2 and 42 DF,  p-value: 0.002873
Se obtienen los residuales:
> P1<- within(P1, {
+   residuals.LinearModel.7 <- residuals(LinearModel.7) 
+ })
Gráfica Q-Q
> with(P1, qqPlot(residuals.LinearModel.7, dist="norm", id=list(method="y", n=2, 
+   labels=rownames(P1))))
[image: RCMarkdown4_files/figure-docx/unnamed-chunk-7-1.png]
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Prueba de normalidad de Shapiro-Wilk:
 normalityTest(~residuals.LinearModel.7, test="shapiro.test", data=P1)

    Shapiro-Wilk normality test

data:  residuals.LinearModel.7
W = 0.94584, p-value = 0.0354
Ho: Los residuos provienen de una distribución normal
Ha: los residuos no provienen de una distribución normal.
  α=0.05 valor-p=0.03
Se rechaza la hipótesis nula, y se concluye que NO se cumple el supuesto de normalidad

Prueba de Levene de homogeneidad de varianzas:
> Tapply(Huevos_BC ~ Tratamiento, var, na.action=na.omit, data=P1) 
     Campo Resistente       USDA 
  4.273650   3.513074   1.651690 
>   # variances by group
> leveneTest(Huevos_BC ~ Tratamiento, data=P1, center="median")
Levene's Test for Homogeneity of Variance (center = "median")
      Df F value Pr(>F)
group  2  1.3755 0.2639
      42  
Ho: existe homogeneidad de varianzas
Ha: no existe homogeneidad de varianzas
  α=0.05 valor-p=0.2639
No se rechaza la hipótesis nula, y se concluye que se cumple satisfactoriamente el supuesto de homogeneidad de varianzas
Por lo tanto la transformación corrige homogeneidad de varianzas, pero no logra normalidad.

f. Realice un análisis de este experimento utilizando el modelo lineal generalizado de acuerdo a la distribución sugerida en el inciso b.
GLM.8 <- glm(Huevos ~ Tratamiento, family=poisson(log), data=P1)
> summary(GLM.8)

Call:
glm(formula = Huevos ~ Tratamiento, family = poisson(log), data = P1)

Deviance Residuals: 
    Min       1Q   Median       3Q      Max  
-23.013  -13.476   -5.022    6.528   33.160  

Coefficients:
                          Estimate Std. Error z value Pr(>|z|)    
(Intercept)                5.19997    0.01918  271.15   <2e-16 ***
Tratamiento[T.Resistente] -0.69131    0.03320  -20.82   <2e-16 ***
Tratamiento[T.USDA]        0.69901    0.02346   29.79   <2e-16 ***
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

(Dispersion parameter for poisson family taken to be 1)

    Null deviance: 11201.5  on 44  degrees of freedom
Residual deviance:  8451.1  on 42  degrees of freedom
AIC: 8709.1

Number of Fisher Scoring iterations: 6
> exp(coef(GLM.8))  # Exponentiated coefficients
              (Intercept) Tratamiento[T.Resistente]       Tratamiento[T.USDA] 
              181.2666667                 0.5009195                 2.0117690 
> Anova(GLM.8)
Analysis of Deviance Table (Type II tests)

Response: Huevos
            LR Chisq Df Pr(>Chisq)    
Tratamiento   2750.4  2  < 2.2e-16 ***
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

La desviación es demasiado grande, por lo que podría utilizarse la familia cuasi poison (quizás sería preferible utilizar la binomial negativa o  un modelo generalizado mixto)

> GLM.9 <- glm(Huevos ~ Tratamiento, family=quasipoisson(log), data=P1)
> summary(GLM.9)

Call:
glm(formula = Huevos ~ Tratamiento, family = quasipoisson(log), 
    data = P1)

Deviance Residuals: 
    Min       1Q   Median       3Q      Max  
-23.013  -13.476   -5.022    6.528   33.160  

Coefficients:
                          Estimate Std. Error t value Pr(>|t|)    
(Intercept)                 5.2000     0.2701  19.255   <2e-16 ***
Tratamiento[T.Resistente]  -0.6913     0.4675  -1.479   0.1467    
Tratamiento[T.USDA]         0.6990     0.3304   2.115   0.0404 *  
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

(Dispersion parameter for quasipoisson family taken to be 198.3105)

    Null deviance: 11201.5  on 44  degrees of freedom
Residual deviance:  8451.1  on 42  degrees of freedom
AIC: NA

Number of Fisher Scoring iterations: 6
> exp(coef(GLM.9))  # Exponentiated coefficients
              (Intercept) Tratamiento[T.Resistente]       Tratamiento[T.USDA] 
              181.2666667                 0.5009195                 2.0117690 
> Anova(GLM.9, type="II", test="F")
Analysis of Deviance Table (Type II tests)

Response: Huevos
Error estimate based on Pearson residuals 

            Sum Sq Df F value   Pr(>F)   
Tratamiento 2750.4  2  6.9345 0.002498 **
Residuals   8329.0 42                    
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
> library(multcomp)
> library(multcompView)
> library(emmeans)
> a=emmeans(GLM.9, pairwise~ Tratamiento, adjust="none")
> cld(a, Letters=LETTERS)
 Tratamiento emmean    SE  df asymp.LCL asymp.UCL .group
 Resistente    4.51 0.382 Inf      3.76      5.26  A    
 Campo         5.20 0.270 Inf      4.67      5.73  AB   
 USDA          5.90 0.190 Inf      5.53      6.27   B   

2. Un criador de plantas evaluó la capacidad de enraizar de nueve clones de pasto bermuda en un experimento de laboratorio. Cultivó dos réplicas de cada clon en una solución oxigenada en un diseño totalmente aleatorizado. La tabla presenta el número de nodos enraizados en los cultivos de cada clon.
	 
	Replica uno
	Replica dos

	Clon 
	Enraizado
	No enraizado
	Enraizado
	No enraizado

	1
	15
	49
	11
	53

	2
	13
	5 1 
	11
	53

	3
	13
	5 1 
	6
	58

	4
	6
	42
	4
	60

	5
	16
	48
	12
	52

	6
	14
	5O 
	9
	55

	7
	8
	56
	18
	46

	8
	9
	5 5 
	1O 
	54

	9
	8
	40
	16
	48



a. El cultivador quiere analizar la proporción de cultivos enraizados o la proporción de nodos enraizados. ¿Qué distribución de probabilidad es adecuada para los datos?
Se sugiere la distribución binomial

b. ¿Cuál es la transformación sugerida para la distribución de probabilidad seleccionada en el inciso a?
Se sugiere la transformación arco seno de la raíz cuadrada de la proporción

c. Transforme los datos de la proporción de cultivos (o nodos) enraizados con la transformación adecuada y realice un análisis de varianza con los datos transformados. 
> binomial$proporcion <- with(binomial, Enraizado/ (Enraizado+ No.enraizado))
> binomial$arcsin <- with(binomial, asin(sqrt(proporcion)))
> binomial <- within(binomial, {
+   Clon <- as.factor(Clon)
+ })
> LinearModel.10 <- lm(arcsin ~ Clon, data=binomial)
> summary(LinearModel.10)

Call:
lm(formula = arcsin ~ Clon, data = binomial)

Residuals:
     Min       1Q   Median       3Q      Max 
-0.09881 -0.04810  0.00000  0.04810  0.09881 

Coefficients:
             Estimate Std. Error t value  Pr(>|t|)    
(Intercept)  0.466420   0.055352   8.426 0.0000146 ***
Clon[T.2]   -0.018909   0.078279  -0.242    0.8145    
Clon[T.3]   -0.077056   0.078279  -0.984    0.3506    
Clon[T.4]   -0.159396   0.078279  -2.036    0.0722 .  
Clon[T.5]    0.019296   0.078279   0.246    0.8108    
Clon[T.6]   -0.030874   0.078279  -0.394    0.7025    
Clon[T.7]   -0.006241   0.078279  -0.080    0.9382    
Clon[T.8]   -0.071033   0.078279  -0.907    0.3878    
Clon[T.9]    0.005647   0.078279   0.072    0.9441    
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 0.07828 on 9 degrees of freedom
Multiple R-squared:  0.4796,    Adjusted R-squared:  0.01694 
F-statistic: 1.037 on 8 and 9 DF,  p-value: 0.4743
> anova(LinearModel.10)
Analysis of Variance Table

Response: arcsin
          Df   Sum Sq   Mean Sq F value Pr(>F)
Clon       8 0.050816 0.0063520  1.0366 0.4743
Residuals  9 0.055148 0.0061276

d. Utilice un  procedimiento de comparaciones múltiples para seleccionar un subconjunto de clones con las medias más grandes y P(EC) = 0.95.

> library(agricolae)
> HSD=HSD.test(LinearModel.10,"Clon",group=T);HSD
$statistics
     MSerror Df      Mean       CV       MSD
  0.00612761  9 0.4288013 18.25532 0.3096766

$parameters
   test name.t ntr StudentizedRange alpha
  Tukey   Clon   9         5.594712  0.05

$means
     arcsin        std r       Min       Max       Q25       Q50       Q75
1 0.4664198 0.05507045 2 0.4274791 0.5053605 0.4469495 0.4664198 0.4858902
2 0.4475108 0.02832909 2 0.4274791 0.4675425 0.4374950 0.4475108 0.4575267
3 0.3893634 0.11056200 2 0.3111842 0.4675425 0.3502738 0.3893634 0.4284530
4 0.3070237 0.07685322 2 0.2526803 0.3613671 0.2798520 0.3070237 0.3341954
5 0.4857156 0.05357492 2 0.4478324 0.5235988 0.4667740 0.4857156 0.5046572
6 0.4355459 0.07233574 2 0.3843968 0.4866950 0.4099713 0.4355459 0.4611204
7 0.4601785 0.13974038 2 0.3613671 0.5589899 0.4107728 0.4601785 0.5095842
8 0.3953873 0.01554292 2 0.3843968 0.4063778 0.3898920 0.3953873 0.4008825
9 0.4720666 0.07287756 2 0.4205343 0.5235988 0.4463004 0.4720666 0.4978327

$comparison
NULL

$groups
     arcsin groups
5 0.4857156      a
9 0.4720666      a
1 0.4664198      a
7 0.4601785      a
2 0.4475108      a
6 0.4355459      a
8 0.3953873      a
3 0.3893634      a
4 0.3070237      a

attr(,"class")
[1] "group"

e. Verifique si puede utilizar la transformación Box-Cox para este caso
> binomial$porcentage <- with(binomial, proporcion*100)
> summary(powerTransform(porcentage ~ Clon, data=binomial, family="bcnPower"))
bcnPower transformation to Normality 

Estimated power, lambda
   Est Power Rounded Pwr Wald Lwr Bnd Wald Upr Bnd
Y1    0.5593           1      -0.5673       1.6859

Location gamma was fixed at its lower bound
   Est gamma Std Err. Wald Lower Bound Wald Upper Bound
Y1       0.1       NA               NA               NA

Likelihood ratio tests about transformation parameters
                           LRT df      pval
LR test, lambda = (0) 1.051404  1 0.3051840
LR test, lambda = (1) 0.539626  1 0.4625878
> binomial$potenciap <- with(binomial, porcentage^.5593)
> binomial$potenciap <- with(binomial, porcentage^.5593)
> L1 <- lm(potenciap ~ Clon, data=binomial)
> summary(L1)

Call:
lm(formula = potenciap ~ Clon, data = binomial)

Residuals:
    Min      1Q  Median      3Q     Max 
-1.1784 -0.5766  0.0000  0.5766  1.1784 

Coefficients:
            Estimate Std. Error t value  Pr(>|t|)    
(Intercept)  5.37223    0.66394   8.091 0.0000202 ***
Clon[T.2]   -0.22448    0.93896  -0.239    0.8164    
Clon[T.3]   -0.92999    0.93896  -0.990    0.3478    
Clon[T.4]   -1.92534    0.93896  -2.051    0.0706 .  
Clon[T.5]    0.22964    0.93896   0.245    0.8123    
Clon[T.6]   -0.37097    0.93896  -0.395    0.7020    
Clon[T.7]   -0.08701    0.93896  -0.093    0.9282    
Clon[T.8]   -0.85267    0.93896  -0.908    0.3875    
Clon[T.9]    0.06540    0.93896   0.070    0.9460    
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 0.939 on 9 degrees of freedom
Multiple R-squared:  0.4817,    Adjusted R-squared:  0.02107 
F-statistic: 1.046 on 8 and 9 DF,  p-value: 0.4694
> anova(L1)
Analysis of Variance Table

Response: potenciap
          Df Sum Sq Mean Sq F value Pr(>F)
Clon       8 7.3757 0.92196  1.0457 0.4694
Residuals  9 7.9348 0.88164               
> binomial<- within(binomial, {
+   residuals.L1 <- residuals(L1) 
+ })
> with(binomial, qqPlot(residuals.L1, dist="norm", id=list(method="y", n=2, 
+   labels=rownames(binomial))))
[image: RCMarkdownB_files/figure-docx/unnamed-chunk-11-1.png]
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> normalityTest(~residuals.L1, test="shapiro.test", data=binomial)

    Shapiro-Wilk normality test

data:  residuals.L1
W = 0.96203, p-value = 0.6413
> Tapply(potenciap ~ Clon, var, na.action=na.omit, data=binomial) # variances by group
         1          2          3          4          5          6          7          8 
0.43206755 0.11549848 1.78914329 0.87092457 0.40446361 0.75601209 2.77739740 0.03544508 
         9 
0.75383258 
> leveneTest(potenciap ~ Clon, data=binomial, center="median")
Levene's Test for Homogeneity of Variance (center = "median")
      Df   F value    Pr(>F)    
group  8 1.323e+30 < 2.2e-16 ***
       9                        
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

f. Realice un análisis de este experimento utilizando el modelo lineal generalizado de acuerdo a la distribución sugerida en el inciso b.
> binomial$res <- with(binomial, cbind(Enraizado, No.enraizado))
> GLM.11 <- glm(res ~ Clon, family=binomial(logit), data=binomial)
> summary(GLM.11)

Call:
glm(formula = res ~ Clon, family = binomial(logit), data = binomial)

Deviance Residuals: 
     Min        1Q    Median        3Q       Max  
-1.64523  -0.75153  -0.00127   0.66506   1.49072  

Coefficients:
              Estimate Std. Error z value Pr(>|z|)    
(Intercept) -1.367e+00  2.197e-01  -6.222 4.92e-10 ***
Clon[T.2]   -9.946e-02  3.155e-01  -0.315   0.7526    
Clon[T.3]   -3.800e-01  3.318e-01  -1.145   0.2520    
Clon[T.4]   -9.555e-01  3.976e-01  -2.403   0.0162 *  
Clon[T.5]    9.391e-02  3.066e-01   0.306   0.7593    
Clon[T.6]   -1.516e-01  3.182e-01  -0.476   0.6338    
Clon[T.7]    7.944e-14  3.107e-01   0.000   1.0000    
Clon[T.8]   -3.800e-01  3.318e-01  -1.145   0.2520    
Clon[T.9]    6.759e-02  3.183e-01   0.212   0.8318    
---
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

(Dispersion parameter for binomial family taken to be 1)

    Null deviance: 25.776  on 17  degrees of freedom
Residual deviance: 13.584  on  9  degrees of freedom
AIC: 103.47

Number of Fisher Scoring iterations: 4
> exp(coef(GLM.11))  # Exponentiated coefficients ("odds ratios")
(Intercept)   Clon[T.2]   Clon[T.3]   Clon[T.4]   Clon[T.5]   Clon[T.6]   Clon[T.7]   Clon[T.8] 
  0.2549020   0.9053254   0.6838391   0.3846154   1.0984615   0.8593407   1.0000000   0.6838391 
  Clon[T.9] 
  1.0699301 
> Anova(GLM.11, type="II", test="LR")
Analysis of Deviance Table (Type II tests)

Response: res
     LR Chisq Df Pr(>Chisq)
Clon   12.191  8     0.1429
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Fuente. Dr. T Watson y S. Kelly, Department of Entomology, University of Arizona.
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