entos de un solo

Gustavo Ramire



DISENO COMPLETAMENTE AL
AZAR

Modelo de efectos Fijos
Diseno experimental mas simple,

Es adecuado cuando las unidades
experimentales son uniformes

No se visualiza la presencia de ningun
factor de confusion



DISENO EXPERIMENTAL COMPLETAMENTE AL AZAR

DISENO CON UN CRITERIO DE CLASIFICACION
DISENOS EXPERIMENTALES CON UN FACTOR

ldeal cuando :

El material es homogéneo

No presenta claramente factores de
confusion

Aleatorizacion en:

. La asignacion de los tratamientos a las unidades
experimentales

- El orden en que se realizan las pruebas
- Latoma de los datos



Ejemplo :

Se desea comparar 3 diferentes dietas para
engorda de ganado ovino.

Objetivo: Definir que dienta aumenta el peso
de borregas.

Unidad experimental: 1 borrego
Numero de repeticiones: 5

Diseno experimental : Diseno completamente
al azar



DISENO COMPLETAMENTE AL
AZAR

EEEE
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DISENO COMPLETAMENTE AL
AZAR

EEEE
EEEL
EEEE.

T1={2, 6, 11, 4, 13} T2={1, 15,3, 8, 10} T3=(5, 7, 9, 12, 14}




DISENO COMPLETAMENTE AL
AZAR

T2 T1 T2 Tl T3
1 2 3 4 5

T1 T3 T2 T3 T2
6 7 8 9 10

T1 T3 T1 T3 T2
11 12 13 14 15

T1={2, 6, 11, 4, 13} T2={1, 15,3, 8, 10} T3=(5, 7, 9, 12, 14}




Planeacion DCA en R

# DISENO COMPLETAMENTE AL AZAR
T
#Planeacion de un disefio completamente al azar
T
library(agricolae)

tratamientos = c¢(“Dital", “Dieta2", “Dieta3" )
repeticion = c(5, 5, 5)

disefio = design.crd(tratamientos,r=repeticion,)
disefiol = disefio$book

print(disefiol)




Notacion

Tratamiento | Observaciones Totales




Modelo del diseno completamente al
azar

N/ Ak

L es el promedio general si no se hubiese aplicado ningun tratamiento,

T, es el efecto del tratamiento i

€; es el error experimental cometido en la repeticion j del tratamiento i

i ~ N||D(O,02) a) Independencia
b) Normalidad

c) Homogeneidad

de varianzas




Analisis de un experimento
completamente al azar

H 'y, =pn,=...=u, vs.

) ' s

H. : Al menos una de las medias de los tratanmuentos es diferente

Cuadro 2.1.- Tabla de ANDEVA para un Disefio Completamente al azar.

Factor de Grados de Cuadrados
Suma de Cuadrados

Variacion libertad Medios Fealculada
V2 SCT CMT

(¥ -¥) t-1 CMT="— | g

t
Tratamientos | SCT =1>
)

Error v (v, — T SCE
ol — = . CME =
Experimental t{r —1)

~ _ 2
SCTotal =>" > |y, —¥.. |
Sl S =1 "
iml el




El modelo general es :

Para cada dato o unidad de observacion, se
tiene

Y= U+ X +7,X, + 75K+ + 7, X i+ &

Con X;; =

0 Silaobservacion no es del tatamiento

{1 Si la observacion es del tratamiento |



El modelo general en
forma matricial es :




Entonces,
g, =Y, —n(X,, X,,.... X))

g, =Y, —(a+1,X,; +1,X,5...+ 2, X,

2

SCE :Zn:éz :Zn:(Yi _Vi)
i1

=1

SCE=Y Y — (42, Xy + 2, X+ 1, X )F

=1

El objetivo es encontrar los valores del
parametro que minimizan SCE



Q=ce=(Y-Xp) (Y- Xp)
Q=YY -YXB-FXY+BX XS

0Q _OYY _Y'XB XY  FXXpB
0B op op op

= XY = XY +2X XS
op

Al igualar a cero el sistema , se obtiene el estimador
de minimos cuadrados de

_2XY 42X XB=0 X' XB=XY

Ecuaciones Normales




310

=1

Entonces, la solucion al sistemande
ecuacliones es:




Ejemplo 1

Un ingeniero de desarrollo de productos esta interesado en maximizar la
resistencia a la tension de una nueva fibra sintética que se empleara en la
manufactura de tela para camisas de hombre.

El ingeniero sabe por experiencia que la resistencia esta influida por el
porcentaje de algodon presente en la fibra. Ademas, sospecha que el
contenido de algoddn debe estar aproximadamente entre un 10 y 40% para
que la tela resultante tenga otras caracteristicas de calidad que se desean
(como la capacidad de recibir un tratamiento de planchado permanente).

El ingeniero decide probar muestras a cinco niveles de porcentaje de
algodon: 15, 20, 25, 30 y 35%.

Asimismo, decide ensayar cinco muestras a cada nivel de contenido de
algodon. Las 25 observaciones se asignan al azar.



Ejemplo 1

Algodon
Porcent. Observaciones
15 7 15 11

20 17 12 18

25 18 18 19
30 25 22 19
35 10 11 15




Analisis en R

Archivo Inicio Insertar Dispi

El archivo de datos en

1 % aI:dén resisteEr:cia Exce I
2 15 7 )

: " Dos variables:

5 3] 19

? R — % algodon

: 2o ] _ _

¢ o — — Resistencia

3B 10

o Cargar los datos en R

25| 18]
0] 22
3B M
15 1]
25| 19|
] 19
3 15
15 9
200 18]
25] 19|
0] 23]
L] I

R R Commander

Fichero Editar Datos Estadisticos Graficas Modelos Distribuciones Herramientas Ayuda

. Nuevo conjunto de datos... L .
R Conjuntt _ J F | Visualizar conjunto de datos ~ Modelo:
Cargar conjunto de datos...

0
1
2
3
4
5
6
7
8
9

RScript RMarkd ' Usionar conju
\S Importar datos 4 desde archivo de texto, portapapeles o URL...
. Conjunto de datos en paquetes 4 desde datos SPSS...
Conjunto de datos activo » desde un archivo SAS exportado...
Modificar variables del conjunto de datos activo * desde un archivo SAS b7dat...

T desde datos Minitab...

groups=X. desde datos STATA... ) )

desde un archivo de Excel... I




Analisis en R

Realizar ANOVA en Rcmdr

R Modelo lineal

R R Commander
: = : : Introducir un nombre para el modelo:|LinearModel.3
Fichero Editar Datos Estadisticos Graficas Modelos Distribuciones Herramientas Ayud roduery e par inear J

) Variables (doble clic para enviar a la férmula)
. Resimenes 2 : = z
R Conjunto de dat¢ . . tonjunto de datos | Visualizar conjunto d resistencia

Tablas de contingencia » | X..algodén [factor]

Medias

Proporciones ! Férmula del modelo

R Markdown

Varianzas Operadores (pulse para formular): | & . / || %in%| - ( )
Test no paramétricos Splines/Polinomiales: B-spline
Analisis dimensional (seleccionar variable y pulsar)

Ajuste de modelos Regre ea
Modelo lineal...

Modelo lineal generalizado...

spline polinomio | polinomio
natural ortogonal = crudo

resistencia | ~ X,‘algcdén|

Expresion de seleccion ~ Weights
Modelo logit multinominal... <todos los casos valide| | <ninguna variable sele ~
Modelo ordinal de regresion ... < >

Modelo lineal mixto...

Modelo lineal mixto generalizado... 9 Reiniciar % Cancelar ¢ ' Aplicar

™ % % %~




Conclusion
Ho:py = Uy = 3 = fy = Us

Ha: Al menos una media es dif erente

Nivel de significancia o = 0.05
Estadistico de Prueba Fc = 14.76
Valor de p <0.001

Decision rechazo Ho con nivel de
significancia o = 0.05 y se concluye que si
hay efecto del porcentaje de algodon en la
resistencia promedio de las telas



Conclusion
Ho:py = Uy = 3 = fy = Us

Ha: Al menos una media es dif erente

Nivel de significancia o = 0.05
Estadistico de Prueba Fc = 14.76
Valor de p <0.001



Analisis en R

HHHHHH AR R AR

#Analisis de un disefio experimental-en un disefio
completamente al azar

R R R ]
resistencia=c(7,7,15,11,9,12,17,12,18,18,14,18,18,19,19,19
,25,22,19,23,7,10,11,15,11)
algodon=c(15,15,15,15,15,20,20,20,20,20,25,25,25,25,25,30,
30, 30,30,30,35,35,35,35,35)
Algodon_DCA=data.frame(resistencia,algodon)
attach(Algodon_DCA)
algodon=as.factor(algodon)
modelo<-Im(resistencia~algodon)
resultado=anova(modelo)
resultado



Analisis en R

HH R R R R

# Grafico de boxplot para los cinco tratamientos

W T T

boxplot(resistencia~algodon, main="Experimento Algodon DCA",
xlab="“Grafico de cajas por tratamiento", ylab="Resistencia")

plotMeans(resistencia, algodon, error.bars="se",

xlab="Porcentaje de algoddn", ylab="Recistencia",
main="Experimento de algodon",

connect=TRUE))




Experimentos de un solo
factor

Supues



Modelo del diseno
completamente al azar

p AN w e e e O

L es el promedio general si no se hubiese aplicado ningun
T, es el efecto del tratamiento i

€, eselerror experimental cometido en la repeticion j del tratamiento i

& ~ NIID(0,0°)

a) Independencia
b) Normalidad

c) Homogeneidad de varianzas



Independencia
N

e Las observaciones deben ser
Independientes

— Los errores no deben estar correlacionados

— La magnitud del error en una observacion no debe
Influir en la magnitud del error cometido en otra
observacion




Homogeneidad de Varianzas

La prueba de F es robusta contra la
heterogeneidad de varianzas, sobre todo si
el diseno es balanceado y/o de efectos fijos.

Las pruebas para comparar medias son
mucho mas sensibles afectando fuertemente
el valor del tamano de la prueba.




Normalidad

e La prueba de F es muy robusta a no normalidad,
especialmente en modelos balanceados y/o de

efectos fijos

e Tamanos de muestra grandes aproximaran a la
normalidad por el teorema central del limite

e El efecto por falta de normalidad en la prueba de
F es una perdida de potencia y una alteracion en el
nivel de significancia de la prueba (nivel de
significancia real diferente a a.).




Metodos graficos para
detectar no cumplimiento de
los supuestos




Analisis en R

HH R T ]

#Meétodos graficos para la verificacion de supuestos

HH T T ]

## QQPIlot de residuos

residuos = resid(modelo)

predichos = fitted(modelo)

qgnorm(residuos,main="Grafica Q-Q",
xlab="Cuantil tedrico", ylab="Cuantil muestral")

qqline(residuos)

plot(density(residuals(modelo)))

HiHHHH# Residuos frente a valores ajustados

plot(predichos,residuos,main="Experimento Algodon DCA",
xlab="Porcentaje de algodon", ylab="Residuos")

abline(h=0,1ty=2)



Metodos Analiticos para
detectar no cumplimiento de
los supuestos




Pruebas de Normalidad

- EXxiste una gran variedad de pruebas para
verificar la bondad de ajuste del modelo normal.
- Ejemplos:
Especificas para Normalidad
Shapiro-Wilk

Jarque-Bera

Goodness-of-fit tests,
Kolmogorov-Smirnov D

Cramer-von Mises W?
Chi-Cuadrada




Prueba de Shapiro-Wilk's W

Sean e1, e2, ..., los residuos ordenados de menor a mayor

H,: Los residuos provienen de una distribucion normal.
H,: Los residuos no provienen de una distribucion normal:

El estadistico

Los coeficientes a; se obtienen de
Una tabla.

Regla.R.
Rechazo Hy si W < W, o5

Los valores de tablas. ‘\ sinesim



Table A6 Coefficients a, for the Shapiro-Wilk W Test for Normality

\\r 2 3 5 3 6 7 ] 9 10
i

1 0.7071 0.7071 0.6872 0.66%6 0,6431 0.6233 0.6052 0.,5888 0.5739

2 - 0.0000 0.1677 0.2813 0.2806 0.3031 0.3164 0.32a% 0.329

3 - - - 0.0000 G.0875 0.1%01 0.1743 0.1976 0.21M

h - - - - - 0.0000 0,0561 0.0947 0.1224

5 - - - - - - - 0.0000 0.0399

n 1 12 13 14 15 16 17 18 19 20

N

1  0.5601 ©0.5475 0.5359 0.5251 0.5150 0.5056 0.4968 0.4886 0.4808 0.4734
2 0.3315 0.3325 0.3325 0.3318 0.3306 0.329¢ 0.3273 0.3253 0.3232 0,311
3 0.2260 0.2347 0.2812 0.2»60 0,2495 0.2521 0.2540 0.2553  0.,2561 0.2565
A 0.1829 0.1586 0,1707 0.1802 0.1878 0.1939 0,1588 0,2027 0.2059 0.2085
s 0.0655 0.0922 0.1099 0,1280 0,1353  0.1A7 0.152% 0.1587  0.16M 0.1686
6 0.0000 0.0303 0.053% 0.0727 0,0880 0.1005 0.110% 0.1197 0,127 0.133%
7 - - 0.0000 ©0.02%0 0.043) 0.0593 0.0725 0.0837 0.0932 0.,1013
8 - - - - 0.0000 0,019% 0.035% 0,036 ©.0612 0.07
9 - - - - - - 0.0000 0.0163 0.0303 0.0422
10 - - - - - - - - 0.0000 0.01%0

n 2 22 23 FL] 25 26 27 28 29 30

AN

1 0.h6A3  0.4590 0.A542  0.4433 0,850 0,807  0.A366 0,A328  0,A291  0.A254
2  0.3185 0.3156 0.3126 0.3098 00,3069 0.3043 0,3018 0,2992 0,2968 0.2944
3 0.2578 0.2571 ©0.2563  0.2556 0.2543  0,2533 0.2522 0.2510 0.2499 0.2M87
» 0.2119 0.2131 0.2139 0.2185 0.2148  0,2151  0.2152  0.,2151 0,2150 0.21A8
5 0.1736 0.1764 0,1787 0,1807 = 0.1822 0.1836 0.1848 10,1857 0.186% 0.1870
6 0.1399 0,1843 0.1880 0.1512 0.1539 0,1563 0.1584 0.1601 0,1616 0,163
7 0.1092 0.1150 0.1201  0.12%% ©0,1283 0.1316 0.1346 0.1372 0.1395 0.1Mm5
8 0.080% 0.0878 0.09%% 0,0997 0.10s6 0.1089 0.1128 0,1162 0,1192 0.1213
9 0.0530 0.0618 0.0696 0.0764 0.0823 0.0876 0,0923 0.0865 0.1002 0.1036
10 0.0263 0.0368 0.0s59 0.0539 0,0610 0.,0672 0.0728 0.0778 0.0822 0.0862
11 0.0000 ©0.0122 0,0226 0.0321 0.0M03 0.0476 0,0540 0,05%8 0.0650 0.0697
12 - - 0.0006 0.0107 0,0200 0.0284 0,0358 0.,0824 0.0483 0.0537
13 - - - - 0.0000 0.00% 0,0178 0.0253 0.0320 0.03&
1% - - - - - - 0.0000 ©.0084 0.0159 0.0227
15 - - - - - - - - 0.0000 0.0076

2
-y
Q
=4
>
=
=




\\? 31 32 33 34 35 36 37 38 39 A0
1
1  0.4220 0.A188 0.8156 0.83127 0.4096 0.5068 0.MOM0 0.%015 0.3989 0.3964
2 0.2921 ©.2898 0.2876 0.285% 0.2834 0.2813 0.279% 0.277% 0.2755 0.2737
3 0.2875 0.2462 0.2451  0.2439 0.2427 0.2415 0.2403 0.2391 0.2380 0.2368
N 0.2145 0.21%1 0.2137 0.2132 0.2127 ©0.2121  0,2116 0.2110 ©0.2104 0.2098
5 0.187% ©0.1878 0.1880 0.1882 0.1883 0.1883 0.1883 0.1881 0.1880 0.1878
6 0.16Mt 0.1651 0.1660 0.1667 0.1673 0.1678 0.1683 0.1686 0.1689 0.16391
7  ©0.1833  0.1443 0.71463 0.1875 0.1A87 0.1496 0.1505 0.1513 0.1520 0.1526
8 ©.1243 ©0.1265 ©0.128% 0.1301 0.1317 0.1331 0,134% 0.1356 ©0.1366 0.1376
9 0.1066 0.1093 O0.1116 0.1180 0.1160 0.1179 0.1196 0.1211  0.1225 0.1237
10 0.0899 ©0.0931 0.0961 0.0988 0.1013 0.1036 0.1056 0.1075 0.1092 0.1108
11 0.073% ©0.0777 0.0812 0,084 0.0873 0.0900 0.0924 0.0947 0.09¢7 0.0986
12 ©.0585 ©0.0629 ©0.0669 0.0706 0.0739 0.0770 0.0798 ©0.0824 0.0848 (0.0870
13 0.0435 0.0485 ©0.0530 0.0572 0.0610 0.0645 0.0677 0.0706 0.0733 0.0759
14 ©0.0289 0.03s% 0.0395 0.Chb1  0.0884 0.0523 0.0559 0.0592 0.0622 0.0657
15 ©0.0144 0.0206 0.0262 0.0314% 0.0361 0.050% 0.0%k% 0.0481 0.0515 0.0546
16 0.0000 ©0.0068 0.0131 0.0187 ©0.0239 0.0287 0.0331 0.0372  0.0M09  0.0bky
17 - - 6.0000 0.0062 0.0119 0.0172 0.0220 0.0264 0.0305 0.03A3
18 - - - - 0.000C 0.0057 ©0.0110 0.0158 0.0203  0.02&3
19 - - - - - - 0.0000 0.0053 0.0101 0.0146
20 - - - - - - - - 0.0000  0,0049
\\: &1 A2 A3 a4 A5 113 87 a8 A9 50
§
1  0.3580 0.3917 ©0.389% 0.3872 0.3850 ©.3830 0.3808 ©0.3789 0.3770 0.3751
2 ©0.2719 0.270% 0.2684 0.2667 0.2651 0.2635 0.2620 0.260% 0.2589 0.257%
3 0.2357 0.23485 0.233% 0.2323 0.2313 0,2302 0.2291 0.2281 0.227% 0.2260
A ©.209% ©.2085 0.2078 ©0.2072 0.2065 ©0.2058 0.2052 0.2045 0.2038 0.2032
$ ©.1876 0,1874 0.1871 0.1868 0.1865 0.1862 0.1859 0.1855 0.1851 0.1847
€ ©0.1693 0.169% 0©.1695 0.1695 0.1695 0.1695 0.1695 0.1693 0.1692 0.1691
7 ©6.1531 0.1535 0.1539 0.1582 0.1545 0.1548 0.1550 ©0.1551 0.1553 0.1554
8 0.1384 0.1392 0.1398 0.14%05 ©0.1410 0.1415 0.1420 0.1823  0.1427  GC.1430
9 ©€.1249 0.1259 0.1269 0.1278 0.1286 0.1293 0.1300 ©.1306 0.131z 0.13%7
10  ©0.1123 0.1136 0.114% G.1160 0.1170 0.1180 0.118% 0.1197 0.1205 0.1212
11 0.1004 ©.1020 0.1035 0.1049 0.1062 0.1073 0.1085 ©0.1095 0.1105 0.1113
12 0.0891 0.0909 0.0927 0.0943 0.0959 0.0872 0.0986 §.0998 0.1010 0.1020
13 ©0.0782 0.080a4 0.082s8 0.0842 0.0860 0.0876 0.0892 0.0%06 0.091% 0.0932
14 0.0677 0.0701 0.072% ©.0745 0.0765 0.0783 0.0801 0.0817 0.0832 0.08%6
15 ©0.0575 0.0602 0.0628 0.0651 ©0.0673 0.069  0.0713 0.0731 0.07»8 0.076A
16 ©.0a76 ©0.0506 0.053% 0.0560 0.058% 0.0607 ©0.C628 0.0648 0.0667 0.0685
17 0.0379 O0.0A1t 0.0MA2 O0.0471 ©0.0%97 ©0.0522 0.0546 0.0568 0.0588 0.0608
18  0.0283 0.0318 0.0352 ©.0383 0.0412 0.0d39 0.0465 0.0489 0.0511  0.0532
19 ©0.0188 0.0227 0.0263 0.0296 0.0328 0.0357 0.0385 0.0A11 0.0436 0.0459
20 0.009%% ©0.0136 ©0.0175 ©.0211 0.0245 0.0277 0.0307 0.0335 0.0361 0.0386
21 ©.0000 0.0045 0.0087 0.0126 ©0.06163 0.0197 0.0229 0.0259 0.0288 0.031»
22 - - ©.0000 0.0042 ©.008t 0.0118 0.0153 ©0.0185 0.0215 0.02%%
23 - - - - £.0000 0.0039 0,0076 0.0111 0.01A3  0.017%
28 - - - - - - 0.0000 0.0037 0.0071 ©.0104
25 - - - - - - - - 0.0000  0.0035




Table A7 Quantiles of the Shapiro-Wilk W Test for Normality (Values of W Such That 100p%
of the Distribution of W Is Less Than w,)

¥o.01 ¥0.02 Wg.as ¥5.10 ¥0.50

0,753 0.756 0.767 0,789 €.959
0.687 0.707 0.748 0.792 0.935
0.686 0.715 0.762 0.80€ 0.927
0.713 0.743 0.788 0.826 Q0.927
C.730 0.760 0.803 C.838 0.928
0.749 G.778 0.818 0.851 0.932
0.764 0.791 0.82% 0.859 0.935
0.781 0.806 0.842 0.869 0.938
0.792 0.817 0,850 0.87¢6 0.940
0.805 0.828 0.859 0.883 0.943
0.814 0.837 0,866 0.889 0.9455
0.825 0.848 0.874 0.895 0.947
0.8335 0.855 0.88 0.90 0.950
0.844 0.863 0.887 0.906 0.952
0.851 0.869 0.892 0.910 0,954
0.858 O.B74 0.897 0.914 0.956
0.863 0.879 0.901 0.917

0.868 0.804 0.905

0.873 0.888 ©.908 0.923

0.878 0.892 C.911

0.881

0.884 0.930

©.888 0.918 0.931

0.89 0.920 0.933

0,894 0.935

0.896

0.898 0.937

0.500

G.502 G.940

0.904%

0.906

G.908

0.910

0.912

0.914

0.916

0.917

0.919

0.920

0,922

0,923

0.924

0.926

0.927

0.928

0.929

0.929%

Q0.930

Wwo~Nhnriw

Source: Afier Shapiro and Wilk, 1965.

The null hypothesis of a normal distribution is rejected at the « significance level if the calculated W is less than
W,

o




Prueba de Shapiro-Wilk's en R

H,: Los residuos provienen de una distribucion normal.
H,: Los residuos no provienen de una distribucién normal.

Primero se guardan los residuos

R R Commander

Fichero Editar Datos Estadisticos Graficas Modelos Distribuciones Herramientas Ayuda

- . . - - Selecciona el modelo activo...
R Conjunto de datos: z Editar « _
Resumir el modelo
R Script R Markdown Comparar coeficientes del modelo...
Anadir las estadisticas de las observaciones a los datos... |l

anova (LinearModel.2)

R Afiadir las estadisticas de las observaciones al conjunto de datos

[[] Valores ajustados
! Residuos
t [ Residuos studentizados
i [] valores hat

[] Distancias de Cook

o0 Cancelar




Prueba de Shapiro-Wilk's en R

H,: Los residuos provienen de una distribucion normal.
H,: Los residuos no provienen de una distribucién normal.

R R Commander

7z . Fichero Editar Datos Estadisticos Graficas Modelos Distribuciones Herramientas Ayuda
Despues:

-~ m Conjunto de datos activo
R Conjunto de datc

Tablas de contingencia * Resumenes numeéricos...

R Script R Markdown Medias Distribucién de frecuencias...
Proporciones MNimero de observaciones ausentes
Varianzas Tabla de estadisticas...

Test no paramétricos Matriz de correlaciones...

Analisis dimensional Test de correlacion

Transformacién para normalizar...

[ TR T B

ine

Ic3ldualsd. Lilncarl

resistencia

Test de Normalidad
(® Shapiro-Wilk (O Anderson-Darling
(O Cramer-von Mises () Lilliefors (Kelmogorov-Smirnov)

- - El nimero de divisiones
(_) Shapiro-Francia (_) Chi cuadrado de Pearson para chi cuadrado de Pearson
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Prueba de Shapiro-Wilk's en R

H,: Los residuos provienen de una distribucion normal.
H,: Los residuos no provienen de una distribucién normal.

Después:

a = 0.05,valor —p = 0.1818 Conclusion:
rechaza Ho con a = 0.05 y se concluye que se satisface
el supuesto de normalidad satisfactoriamente.



Pruebas para homogeneidad
de Varianzas

— Prueba de Levene

e Calcula un ANOVA en los valores absolutos (o los cuadrados) de los
residuales, |y; _§;/ con t-1, N -t grados de libertad.

o Es robusta a no normalidad, pero es demasiado conservadora
— Prueba Brown-Forsythe

o Una pequeiia modificacion a la prueba de Levene, donde la mediana es
substituida por la media (Kuehl (2000) la llama Levene (med) Test)

— Lapruebade F__

o El cociente entre la varianza mas grande entre la mas chica es comparada
a un valor de tablas

o Tabachnik and Fidell (2001) usa el cociente F_.. mas como regla del dedo
gue para ser comparada con un valor de tablas.

— F__. noes mas grande que 10

max
— Los tamafnos de muestra son aproximadamente iguales (el cociente entre el
mayor y el menos son menores de 4)

e Supone normalidad



Prueba de Levene

L2 2 2 2 2
Ho: oi5 = 050=0,5=03p=035

Ha: Al menos la varianza de un tratamiento es diferente

R R Commander
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Prueba de Levene

c o2 2 =2 2 2
Ho: oi5 = 050=0,5=03p=035

Ha: Al menos la varianza de un tratamiento es diferente

a = 0.05,valor —p = 0.6372 Conclusion:
rechaza Ho con a = 0.05 y se concluye que se satisface
el supuesto de normalidad homogeneidad de varianzas.



Pruebas Analiticas en R

Las pruebas de homogeneidad de
varianzas de Levene se realiza usando un
ANOVA con el valor absoluto de los
residuos



Pruebas Analiticas en R

HH T

#Metodos analiticos para la verificacion de supuestos
W

H#iHHH Prueba de Normalidad de Shapiro Wilks
shapiro.test(residuos)

HitHHHE Prueba de homogeneidad de varianzas
bartlett.test(resistencia~algodon,data=Algodon_DCA)
library(car) #requiere tener instalado el paquete car

leveneTest(resistencia~algodon,data=Algodon DCA,
center="mean”



